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THE MATRIX METHOD OF LINEAR DICHROISM

KENNA COLLUMS

ABSTRACT. This thesis discusses linear dichroism, and in particular the matrix method behind the spectroscopic technique. Linear dichroism uses the difference in the absorption of light that is parallel to the orientation axis and the absorption of light that is perpendicular to the orientation axis. From this process, the structure and function of molecules can be studied. The matrix method diagonalizes a Hamiltonian matrix with a unitary matrix. This Hamiltonian matrix is constructed from the transition energies, which are the diagonal elements, and coupling energies, which are off-diagonal elements.
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1. Introduction

Linear dichroism is a spectroscopic method used by scientists to determine the structure, orientation, and properties of biological and chemical samples. It utilizes optical activity to produce information regarding the sample. After interpreting that information, certain properties of the molecule can be studied.

We use the matrix method of linear dichroism as a tool to interpret data from spectroscopy. The first step is to run a sample through the linear dichroism spectroscopy and receive data from it. From this information, transition energies of the molecule can be calculated; those energy values are then used to create a matrix. In general, we follow these three steps for the matrix method of linear dichroism:

1. First, we build a hamiltonian matrix $E$, like the one shown in Figure 1.1, which is constructed from the different energy transitions.
2. Next, we find $U$, the unitary matrix that diagonalizes $E$.
3. Then, we use $U$ to diagonalize $E$ with the equation $U^{-1}EU = E_{\text{diag}}$.

The diagonal matrix, $E_{\text{diag}}$, which contains eigenvalues for the diagonal elements, provides information about the chemical sample.

As mentioned above, the matrix in Figure 1.1 is hamiltonian. It is a motivating example in our study, and we will discuss it again in Section 4 in greater detail.

$$E = \begin{pmatrix}
E_{n1} & \langle n1|V|\pi1 \rangle & \langle n1|V|n2 \rangle & \langle n1|V|\pi2 \rangle \\
\langle \pi1|V|n1 \rangle & E_{\pi1} & \langle \pi1|V|n2 \rangle & \langle \pi1|V|\pi2 \rangle \\
\langle n2|V|n1 \rangle & \langle n2|V|\pi1 \rangle & E_{n2} & \langle n2|V|\pi2 \rangle \\
\langle \pi2|V|n1 \rangle & \langle \pi2|V|\pi1 \rangle & \langle \pi2|V|n2 \rangle & E_{\pi2}
\end{pmatrix}$$

Figure 1.1

(Bayley, Nielsen, and Schellman)
Figure 1.1 is the hamiltonian matrix corresponding to the two peptide, two energy transition system. There is an equation for each element of the matrix, and we input the value for different energy transitions for each element to give us every combination of energy transitions for the two peptides. The diagonalization of $E$ gives us valuable details of a chemical sample.

The matrix method is most used for determining the structure, function, and properties of many biomolecules. Biomolecules are found in the human body and include proteins, lipids, nucleic acids, carbohydrates, and many others. The process of linear dichroism allows for the analysis of particular properties of a sample that can not be analyzed from other spectroscopic devices.
2. Mathematical Background

2.1. Mathematical Definitions. In order to analyze the data from linear dichroism, we use matrices. A matrix is a rectangular array of information. The size of a matrix is given by the number of rows and columns it contains in that order. A matrix with two rows and three columns is said to be a $2 \times 3$ matrix. The following are all examples of matrices.

$$N = \begin{bmatrix} 1 & 2 \\ 0 & 7 \\ 4 & 5 \end{bmatrix} \quad H = \begin{bmatrix} 2 & 1 - i \\ 1 + i & 1 \end{bmatrix} \quad D = \begin{bmatrix} 2 & 0 & 0 \\ 0 & 8 & 0 \\ 0 & 0 & 0 \end{bmatrix} \quad G = \begin{bmatrix} 0 & 0 & 3 \\ 0 & 1 & 0 \\ 2 & 0 & 0 \end{bmatrix}$$

We are specifically concerned with $2n \times 2n$ square matrices for the matrix method; e.g., $2 \times 2$, $4 \times 4$, $6 \times 6$, etc. A **square matrix** is a matrix with an equal number of rows and columns. The matrices $H$, $D$, and $G$ above are examples of a square matrix. This is because $H$ has two rows and two columns and $D$ and $G$ both have three rows and three columns. A **diagonal matrix** is a square matrix where any non-zero entries, if they occur, must be on the main diagonal. An example of a diagonal matrix is the matrix $D$ above because the only place there are non-zero elements is along the main diagonal. However, $G$ is not a diagonal matrix because the non-zero elements are not along the main diagonal.

The identity matrix is also an example of a diagonal matrix. The **identity matrix** is a diagonal matrix with a 1 in every diagonal entry position. The matrices

$$I_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \quad I_3 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad I_4 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

are the $2 \times 2$, $3 \times 3$, and $4 \times 4$ identity matrices, respectively. When multiplying another matrix, say $A$, by $I$, the result is the original matrix; i.e., $AI = IA = A$, for some matrix $A$ that is equal in size to $I$. Also, if $A$ is invertible, then it has an
inverse matrix, $A^{-1}$, which when multiplied by the original matrix $A$ produces the identity matrix; i.e., $AA^{-1} = A^{-1}A = I$.

The data received from linear dichroism spectroscopy is organized into the rows and columns of a matrix to create a hamiltonian matrix. To understand a hamiltonian matrix, we must first define a hermitian matrix. A square matrix $H$ is a hermitian matrix if it has entries from $\mathbb{C}$ and is equal to its own conjugate transpose; i.e., $H = H^*$. A hermitian matrix is also referred to as a self-adjoint matrix. For example, we see that $H$ is a hermitian matrix because taking the conjugate transpose of $H$ gives us the original matrix:

$$H = \begin{bmatrix} 2 & 1 - i \\ 1 + i & 1 \end{bmatrix} \quad H^T = \begin{bmatrix} 2 & 1 + i \\ 1 - i & 1 \end{bmatrix} = H^*.$$  

A hamiltonian matrix is obtained from a hermitian matrix. A $2n \times 2n$ matrix $A$ is hamiltonian if and only if $(KA)^* = KA$, where $K = \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix}$ and $I_n$ is the $n \times n$ identity matrix. Note that $KA$ is a hermitian matrix. For example, the matrix

$$A = \begin{bmatrix} -1 - i & -1 \\ 2 & 1 - i \end{bmatrix}$$

is a hamiltonian matrix since

$$KA = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \begin{bmatrix} -1 - i & -1 \\ 2 & 1 - i \end{bmatrix} = \begin{bmatrix} 2 & 1 - i \\ 1 + i & 1 \end{bmatrix} = H$$

is a hermitian matrix.

A hamiltonian matrix must be of size $2n \times 2n$ because the matrix is organized into four submatrices, each of size $n \times n$. For the general case, a hamiltonian matrix appears as

$$\begin{bmatrix} A & B \\ C & D \end{bmatrix}$$

where $A, B, C,$ and $D$ are $n \times n$ matrices. For example,
Example of a $4 \times 4$ Hamiltonian Matrix with Real Entries

is a very simple real hamiltonian matrix that is constructed of four $2 \times 2$ submatrices. Notice that $n = 2$ for the characteristic size of a hamiltonian matrix, which is $2n \times 2n$, making this a $4 \times 4$ matrix. This matrix has all real entries, but it is still considered to be in the vector space $\mathbb{C}^{2n \times 2n}$ since the imaginary parts can be equal to zero; i.e., $a + bi$, where $b = 0$. For clarification, a more complicated $4 \times 4$ hamiltonian matrix $C$ with complex entries is included below.

Example of a $4 \times 4$ Hamiltonian Matrix with Complex Entries

Once we find the hamiltonian matrix $A$ that corresponds to the molecule of interest, we must diagonalize it. A square matrix $A$ is **diagonalizable** if there exists an invertible matrix $P$ such that $P^{-1}AP$ is equal to a diagonal matrix. Then, we say that $P$ diagonalizes $A$. In order to diagonalize a matrix, we must first identify the eigenvalues and eigenvectors. The **eigenvector** or **characteristic vector** of a square matrix $A$ is a non-zero vector $x$ such that for some scalar $\lambda$, $Ax = \lambda x$. The scalar $\lambda$ is called an **eigenvalue** or **characteristic value** of $A$. [?]
The Hamiltonian matrix is diagonalized with a unitary matrix. A unitary matrix (see Example ??) is a nonsingular complex matrix \( U \) such that the conjugate transpose of \( U \) is equal to the inverse of \( U \); i.e., \( U^* = U^{-1} \). If the elements of \( U \) are real, then it is an orthogonal matrix, or a matrix where its transpose is equal to its inverse; i.e., \( U^T = U^{-1} \). Examples of a unitary matrix \( U \) and an orthogonal matrix \( O \) are included below.

\[
U = \frac{1}{2} \begin{bmatrix} 1 + i & 1 - i \\ 1 - i & 1 + i \end{bmatrix} \quad \text{and} \quad O = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix}
\]

Many of the calculations that take place for the matrix method are done so within an inner product space, which is within a vector space. A vector space must satisfy the following ten axioms.

**Definition:** Let \( V \) be an arbitrary nonempty set of objects on which the operations of addition and scalar multiplication are defined. By addition we mean a rule \( \oplus \) for associating with each pair of objects \( \alpha \) and \( \beta \) in \( V \) an element \( \alpha \oplus \beta \), called the sum of \( \alpha \) and \( \beta \); by scalar multiplication we mean a rule \( \odot \) for associating with each scalar \( c \) and each object \( \alpha \) in \( V \) an element \( c \odot \alpha \), called the scalar multiple of \( \alpha \) by \( c \). If the following axioms are satisfied by all objects \( \alpha, \beta, \gamma \) in \( V \) and all scalars \( c \) and \( d \) in a field \( F \), then we call \( V \) a **vector space** and we call the objects in \( V \) **vectors**:

1. If \( \alpha \) and \( \beta \) are objects in \( V \), then \( \alpha \oplus \beta \) is in \( V \).
2. \( \alpha \oplus \beta = \beta \oplus \alpha \)
3. \( \alpha \oplus (\beta \oplus \gamma) = (\alpha \oplus \beta) \oplus \gamma \)
4. There is an object \( 0 \) in \( V \) such that \( 0 \odot \alpha = \alpha \odot 0 = \alpha \)
5. For each \( \alpha \) in \( V \), there is an object \( -\alpha \) in \( V \) called the **negative** of \( \alpha \) such that \( \alpha \oplus (-\alpha) = (-\alpha) \oplus \alpha = 0 \)
Example 2.1. We will now prove that the set of $2n \times 2n$ matrices with entries from $\mathbb{C}$ form a vector space by showing that it follows the ten axioms above. We will denote this space as $\mathbb{C}^{2n \times 2n}$. We will let $\alpha, \beta,$ and $\gamma$ be objects in $\mathbb{C}^{2n \times 2n}$, and let $c$ and $d$ be scalars.

1. $\alpha + \beta \in \mathbb{C}^{2n \times 2n}$

   This is true because the addition of two matrices produces a matrix of the same size and $\mathbb{C}$ is closed under addition.

2. $\alpha + \beta = \beta + \alpha$ and (3) $\alpha + (\beta + \gamma) = (\alpha + \beta) + \gamma$

   Matrix addition is commutative and associative.

4. $0 + \alpha = \alpha + 0 = \alpha$

   The zero object in the $\mathbb{C}^{2n \times 2n}$ vector space is the zero matrix, which is a matrix with a 0 for all entries.

5. $\alpha + (-\alpha) = -\alpha + \alpha = 0$

   The negative of $\alpha$ simply negates each entry in $\alpha$, making all the entries 0 when added together.

6. $c \cdot \alpha \in \mathbb{C}^{2n \times 2n}$

   This statement is true since matrix scalar multiplication multiplies each matrix element by that scalar and $\mathbb{C}$ is closed under multiplication.

7. $c \cdot (\alpha + \beta) = (c \cdot \alpha) + (c \cdot \beta)$ and (8) $(c + d) \cdot \alpha = (c \cdot \alpha) + (d \cdot \alpha)$

   Scalar multiplication distributes over addition.
This equality is true since the same action takes place on the matrix in both the left and right side of the equation. On the left side of the equation, every entry of \( \alpha \) is multiplied by \( d \) and then multiplied by \( c \). On the right side, every entry is multiplied by \( cd \), yielding the same result.

The above statement is true since we are multiplying the matrix \( \alpha \) by the scalar 1.

**Definition:** Let \( F \) be the field of real numbers or the field of complex numbers, and \( V \) a vector space over \( F \). An **inner product** on \( V \) is a function which assigns to each ordered pair of vectors \( \alpha, \beta \) in \( V \) a scalar \( (\alpha|\beta) \) in \( F \) in such a way that for all \( \alpha, \beta, \gamma \) in \( V \) and all scalars \( c \)

1. \((\alpha + \beta|\gamma) = (\alpha|\gamma) + (\beta|\gamma)\);
2. \((c\alpha|\beta) = c(\alpha|\beta)\);
3. \((\beta|\alpha) = (\alpha|\beta)\);
4. \((\alpha|\alpha) > 0 \text{ if } \alpha \neq 0\).

Also, note that because of (2) and (3), \((\alpha|c\beta) = c(\alpha|\beta)\).

An **inner product space** is a vector space with an inner product. We have included two examples to demonstrate an inner product space.

**Example 2.2.** Two examples of inner product spaces are listed below.

1. Let \( V \) be \( \mathbb{C}^{2n\times2n} \) and \((A|B) = \sum_{j,k} A_{j,k} \overline{B}_{j,k} \). Then \( V \) is an inner product space.
2. Let \( V \) be \( \mathbb{C}^2 \) and let \( \alpha, \beta \in \mathbb{C}^2 \), say \( \alpha = (\alpha_1, \alpha_2) \) and \( \beta = (\beta_1, \beta_2) \). Then \((\alpha|\beta) = \sum_j \alpha_j \cdot \overline{\beta}_j \) makes \( V \) into an inner product space.
We will illustrate the above terms in the following simple example of the hermitian matrix $H$.

**Example 2.3.** Recall that $H = \begin{bmatrix} 2 & 1-i \\ 1+i & 1 \end{bmatrix}$, and note that it is an element in the vector space $\mathbb{C}^{2\times2}$.

First we find the eigenvalues of $H$.

$$\begin{vmatrix} 2 - c & 1 - i \\ 1 + i & 1 - c \end{vmatrix} = (2 - c)(1 - c) - (1 - i)(1 + i) = c(c - 3) = 0$$

Solving for $c$, we obtain the eigenvalues $c_1 = 3$ and $c_2 = 0$.

Next, we substitute each eigenvalue into the matrix and find a basis for the null space; i.e., we find $X = \begin{bmatrix} x \\ y \end{bmatrix}$ that satisfies $HX = c_i X$, which will give us the eigenvectors. For $c_1 = 3$, we calculate

$$\begin{bmatrix} 2 - 3 & 1 - i \\ 1 + i & 1 - 3 \end{bmatrix} = \begin{bmatrix} -1 & 1 - i \\ 1 + i & -2 \end{bmatrix} = \begin{bmatrix} 1 & -1 + i \\ 1 + i & -2 \end{bmatrix} = \begin{bmatrix} 1 & -1 + i \\ 0 & 0 \end{bmatrix}$$

Thus

$$x + (-1 + i)y = 0, \text{ and } x = (1 - i)y.$$}

Hence, the eigenvector corresponding to the eigenvalue $c_1 = 3$ is

$$x_1 = \begin{bmatrix} 1 - i \\ 1 \end{bmatrix}.$$

If we evaluate the eigenvector corresponding to the eigenvalue $c_2 = 0$ in the same manner, we find that

$$x_2 = \begin{bmatrix} -\frac{1}{2} + \frac{1}{2}i \\ 1 \end{bmatrix}.$$
Now that we have found the eigenvalues and eigenvectors, we use those to diagonalize the matrix. Set $P = \begin{bmatrix} 1 - i & \frac{1}{2} + \frac{1}{2}i \\ 1 & 1 \end{bmatrix}$. Then $P^{-1} = \begin{bmatrix} \frac{2}{3(1-i)} & \frac{1}{3} \\ -\frac{2}{3(1-i)} & \frac{2}{3} \end{bmatrix}$.

The next step is to calculate $P^{-1}HP = D$ to find the diagonal matrix $D$ corresponding to $H$.

$$P^{-1}HP = \begin{bmatrix} \frac{2}{3(1-i)} & \frac{1}{3} \\ -\frac{2}{3(1-i)} & \frac{2}{3} \end{bmatrix} \begin{bmatrix} 2 & 1 - i \\ 1 + i & 1 \end{bmatrix} \begin{bmatrix} 1 - i & -\frac{1}{2} + \frac{1}{2}i \\ 1 & 1 \end{bmatrix} = \begin{bmatrix} 3 & 0 \\ 0 & 0 \end{bmatrix} = D$$

Although the matrix $P$ diagonalizes $H$, $P$ is not a unitary matrix. The eigenvectors form an orthogonal basis, which we can see by calculating the inner product of $x_1$ and $x_2$. Using the standard inner product on $\mathbb{C}^2$, we have

$$(x_1|x_2) = (1 - i, 1) \cdot (-\frac{1}{2} + \frac{1}{2}i, 1) = 0.$$ 

Then, we take the norm of $x_1$ and $x_2$ to obtain an orthonormal basis. For $x_1$, we have $\sqrt{(1 - i)(1 + i) + 1^2} = \sqrt{3}$. To be specific:

$$\left( \frac{1}{\sqrt{3}} x_1 \Big| \frac{1}{\sqrt{3}} x_1 \right) = 1.$$ 

Similarly, for $x_2$, we have $\sqrt{(-\frac{1}{2} + \frac{1}{2}i)(-\frac{1}{2} - \frac{1}{2}i) + 1^2} = \sqrt{\frac{3}{2}}$. So we obtain

$$\alpha_1 = \frac{1}{\sqrt{3}} \begin{bmatrix} 1 - i \\ 1 \end{bmatrix} = \frac{1-i}{\sqrt{3}} \quad \text{and} \quad \alpha_2 = \frac{1}{\sqrt{\frac{3}{2}}} \begin{bmatrix} -\frac{1}{2} + \frac{1}{2}i \\ 1 \end{bmatrix} = \begin{bmatrix} -\frac{1}{2} + \frac{1}{2}i \\ \frac{1}{\sqrt{\frac{3}{2}}} \end{bmatrix}$$

for the orthonormal basis. Then the unitary invertible matrix is

$$U = \begin{bmatrix} \frac{\sqrt{3}}{3} - \frac{\sqrt{3}}{3}i & \frac{-\sqrt{6}}{6} + \frac{\sqrt{6}}{6}i \\ \frac{\sqrt{3}}{3} & \frac{\sqrt{6}}{3} \end{bmatrix}.$$ 

Taking the inverse of $U$, we obtain
\[ U^{-1} = \frac{\sqrt{2} + \sqrt{2}i}{2} \begin{bmatrix} \frac{\sqrt{6}}{3} & \frac{\sqrt{6}}{6} - \frac{\sqrt{3}}{6}i \\ -\frac{\sqrt{3}}{3} & \frac{\sqrt{3}}{3} - \frac{\sqrt{3}}{3}i \end{bmatrix}. \]

Then, we can calculate the transition matrix

\[ D = U^{-1}HU = \begin{bmatrix} 3 & 0 \\ 0 & 0 \end{bmatrix}. \]

In calculations involving imaginary numbers, sometimes roots of imaginary numbers appear. For example, one might have \( \sqrt{1 + 2i} \). We explain what we mean by this expression. Note that \( 1 + 2i = \sqrt{5} \exp(i\theta) = \sqrt{5}(\cos \theta + i \sin \theta) \). Also, \( \tan \theta = \frac{2}{1} \), hence \( \theta = \arctan 2 \). It is a solution to the complex equation \( z^2 = z_0 \). These solutions take the form \( c_k = \sqrt{r_0} \exp\left[i(\frac{\theta}{2} + \frac{2k\pi}{1})\right] \) for \( z_0 = r_0 \exp(i\theta) \) for \( k = 0, 1 \). Therefore, \( z^2 = 1 + 2i \) has solutions \( c_1 = \sqrt{5} \exp\left[i\left(\frac{\theta}{2}\right)\right] \) and \( c_2 = \sqrt{5} \exp\left[i\left(\frac{\theta}{2} + \pi\right)\right] \).

![Figure 2.1](image-url)
2.2. Mathematical Theorems. A fundamental step in the matrix method of linear dichroism is the diagonalization of hamiltonian matrices. Recall that hamiltonian matrices are closely related to hermitian matrices. One of the most important mathematical results is that hermitian matrices are always diagonalizable. Our ultimate goal is to prove this result, which is Corollary ?? below. In this subsection, we establish the mathematics necessary to understand the proof of Corollary ??.

Another interesting result is that the eigenvalues of hermitian matrices are always real numbers.

**Corollary 2.4.** [?, Theorem 18 Corollary] Let \(A\) be an \(n \times n\) Hermitian (self-adjoint) matrix. Then there is a unitary matrix \(U\) such that \(U^{-1}AU\) is diagonal (\(A\) is unitarily equivalent to a diagonal matrix). If \(A\) is a real symmetric matrix, there is a real orthogonal matrix \(U\) such that \(U^{-1}AU\) is diagonal.

The first step toward our goal is the following theorem. Theorem ?? shows that, given an inner product space and a linear functional, there exists a unique vector \(\beta\) that determines the linear functional; i.e., \(f(\alpha) = (\alpha|\beta)\). This is important because the existence of the vector and its uniqueness are utilized in the proof of Theorem ??.

**Theorem 2.5.** [?, Theorem 8.6] Let \(V\) be a finite-dimensional inner product space, and \(f\) a linear functional on \(V\). Then there exists a unique vector \(\beta\) in \(V\) such that \(f(\alpha) = (\alpha|\beta)\) for all \(\alpha\) in \(V\).

**Proof.** Let \(\{\alpha_1, \alpha_2, ..., \alpha_n\}\) be an orthonormal basis for \(V\). Put

\[
\beta = \sum_{j=1}^{n} f(\alpha_j)\alpha_j
\]

and let \(f_\beta\) be the linear functional defined by

\[
f_\beta(\alpha) = (\alpha|\beta).
\]
Then
\[ f_\beta(\alpha_k) = (\alpha_k|\beta) = (\alpha_k|\sum_j f(\alpha_j)\alpha_j) = (\sum_{j=1}^n f(\alpha_j)\alpha_j|\alpha_k) = \sum_{j=1}^n (f(\alpha_j)\alpha_j|\alpha_k) = \]
\[ \sum_{j=1}^n f(\alpha_j)(\alpha_j|\alpha_k) = \sum_{j=1}^n f(\alpha_j)(\alpha_j|\alpha_k) = \sum_{j=1}^n f(\alpha_j)(\alpha_j|\alpha_k) = \sum_{j=1}^n f(\alpha_j)(\alpha_k|\alpha_j) = \]
\[ f(\alpha_1)(\alpha_k|\alpha_1) + ... + f(\alpha_n)(\alpha_k|\alpha_n) = f(\alpha_1) \times 0 + ... + f(\alpha_k)(\alpha_k|\alpha_k) + ... + f(\alpha_n) \times 0 = \]
\[ f(\alpha_1) \times 0 + ... + f(\alpha_k) \times 1 + ... + f(\alpha_n) \cdot 0 = f(\alpha_k) \]
since \((\alpha_k|\alpha_j)\) is orthonormal. Since this is true for each \(\alpha_k\), it follows that \(f = f_\beta\).

Now suppose \(\gamma\) is a vector in \(V\) such that \((\alpha|\beta) = (\alpha|\gamma)\) for all \(\alpha\). Then \((\beta - \gamma|\beta - \gamma) = (\beta|\beta) - (\gamma|\beta) - (\gamma|\beta) + (\gamma|\gamma) = 0\). Thus \(\beta - \gamma = 0\) and \(\beta = \gamma\). Thus there is exactly one vector \(\beta\) determining the linear functional \(f\) in the stated manner. \(\square\)

The equality within the inner product space proven in this theorem is important because it is used to prove other theorems, namely Theorem ??, as well.

**Theorem 2.6.** [?, Theorem 8.7] For any linear operator \(T\) on a finite-dimensional inner product space \(V\), there exists a unique linear operator \(T^*\) on \(V\) such that
\[
(T\alpha|\beta) = (\alpha|T^*\beta)
\]
for all \(\alpha, \beta\) in \(V\).

**Proof.** Let \(\beta\) be any vector in \(V\). Then \(\psi : \alpha \to (T\alpha|\beta)\) is a linear functional on \(V\).

We can show that \(\psi\) is a linear functional by
\[
(i) \ \psi(\alpha + \gamma) = (T(\alpha + \gamma)|\beta) = (T\alpha + T\gamma|\beta) = (T\alpha|\beta) + (T\gamma|\beta) = \psi(\alpha) + \psi(\gamma), \text{ and}
\]
\[
(ii) \ \psi(k\alpha) = (T(k\alpha)|\beta) = (kT\alpha|\beta) = k(T\alpha|\beta) = k\psi(\alpha).
\]
By Theorem ?? there is a unique vector \(\beta'\) in \(V\) such that \((T\alpha|\beta) = (\alpha|\beta')\) for every \(\alpha\) in \(V\). Let \(T^*\) denote the mapping \(\beta \to \beta'\):
\[ \beta' = T^*\beta. \]
We have (2-2), but we must verify that \(T^*\) is a linear operator. Let \(\beta, \gamma\) be in \(V\) and
let $c$ be a scalar. Then for any $\alpha$,

\[
(\alpha | T^*(c\beta + \gamma)) = (T\alpha | c\beta + \gamma)
\]

\[
= (T\alpha | c\beta) + (T\alpha | \gamma)
\]

\[
= c(T\alpha | \beta) + (T\alpha | \gamma)
\]

\[
= c(\alpha | T^*\beta) + (\alpha | T^*\gamma)
\]

\[
= (\alpha | cT^*\beta) + (\alpha | T^*\gamma)
\]

\[
= (\alpha | cT^*\beta + T^*\gamma).
\]

Thus $T^*(c\beta + \gamma) = cT^*\beta + T^*\gamma$ by the uniqueness argument in Theorem ?? and $T^*$ is linear.

The uniqueness of $T^*$ is clear. For any $\beta$ in $V$, the vector $T^*\beta$ is uniquely determined as the vector $\beta'$ such that $(T\alpha | \beta) = (\alpha | \beta')$ for every $\alpha$. \qed

Theorem ?? proves a result on the matrix associated to a linear operator.

**Theorem 2.7.** [?, Theorem 8.8] Let $V$ be a finite-dimensional inner product space and let $B = \{\alpha_1, \ldots, \alpha_n\}$ be an (ordered) orthonormal basis for $V$. Let $T$ be a linear operator on $V$ and let $A$ be the matrix of $T$ in the ordered basis $B$. Then $A_{kj} = (T\alpha_j | \alpha_k)$.

**Proof.** Since $B$ is an orthonormal basis, we have

\[
\alpha = \sum_{k=1}^{n} (\alpha | \alpha_k) \alpha_k.
\]

The matrix $A$ is defined by

\[
T\alpha_j = \sum_{k=1}^{n} A_{kj} \alpha_k
\]

and since

\[
T\alpha_j = \sum_{k=1}^{n} (T\alpha_j | \alpha_k) \alpha_k
\]

we have $A_{kj} = (T\alpha_j | \alpha_k)$. \qed
The next result shows that the matrix of the conjugate transpose of a linear operator is simply the conjugate transpose of the matrix associated to said linear operator.

**Corollary 2.8.** [?, Theorem 8 Corollary] Let \( V \) be a finite-dimensional inner product space, and let \( T \) be a linear operator on \( V \). In any orthonormal basis for \( V \), the matrix of \( T^* \) is the conjugate transpose of the matrix of \( T \).

**Proof.** Let \( \beta = \{\alpha_1, ..., \alpha_n\} \) be an orthonormal basis for \( V \), let \( A = [T]_\beta \) and \( B = [T^*]_\beta \). According to Theorem ??,
\[
A_{kj} = (T\alpha_j | \alpha_k) \\
B_{kj} = (T^*\alpha_j | \alpha_k).
\]
By the definition of \( T^* \) we then have
\[
B_{kj} = (T^*\alpha_j | \alpha_k) \\
= (\alpha_k | T^*\alpha_j) \\
= (T\alpha_k | \alpha_j) \\
= (\overline{A_{jk}})
\]
So \( B_{kj} = \overline{A_{jk}} = A_{kj}^* \). \( \square \)

The next theorem is interesting since we notice that even though the hermitian matrix, which is associated to the hamiltonian matrix that we build, may have complex entries, we still obtain real eigenvalues. Also, it is used in the proof of Theorem ??.

**Theorem 2.9.** [?, Theorem 8.15] Let \( V \) be an inner product space and \( T \) a self-adjoint (Hermitian) linear operator on \( V \). Then each characteristic value of \( T \) is real, and characteristic vectors of \( T \) associated with distinct characteristic values are orthogonal.
Proof. Suppose \( c \) is a characteristic value of \( T \), i.e., that \( T\alpha = c\alpha \) for some non-zero vector \( \alpha \). Then
\[
c(\alpha|\alpha) = (c\alpha|\alpha)
= (T\alpha|\alpha)
= (\alpha|T\alpha)
= (\alpha|c\alpha)
= \bar{c}(\alpha|\alpha)
\]
by the properties of inner product spaces. In summary, \( c(\alpha|\alpha) = \bar{c}(\alpha|\alpha) \). Therefore, \( c(\alpha|\alpha) - \bar{c}(\alpha|\alpha) = 0 \), which implies \( (c - \bar{c})(\alpha|\alpha) = 0 \). This is happening in \( \mathbb{C} \), which has the Zero Product Property (if \( ab = 0 \), then either \( a = 0 \) or \( b = 0 \)). Since \( (\alpha|\alpha) \neq 0 \), we must have \( c = \bar{c} \). Suppose we also have \( T\beta = d\beta \) with \( \beta \neq 0 \). Then
\[
c(\alpha|\beta) = (T\alpha|\beta)
= (\alpha|T\beta)
= (\alpha|d\beta)
= \bar{d}(\alpha|\beta)
= d(\alpha|\beta).
\]
If \( c \neq d \), then \( (\alpha|\beta) = 0 \).

The following theorem shows that every hermitian operator has at least one non-zero eigenvector. This fact is necessary for the proof of Theorem \ref{thm:hermitian_eigenvector}.

**Theorem 2.10.** [\ref{thm:hermitian_eigenvector}, Theorem 8.16] On a finite-dimensional inner product space of positive dimension, every self-adjoint operator has a (non-zero) characteristic vector.

Proof. Let \( V \) be an inner product space of dimension \( n \), where \( n > 0 \), and let \( T \) be a self-adjoint operator on \( V \). Choose an orthonormal basis \( \beta \) for \( V \) and let \( A = [T]_\beta \).

Since \( T = T^* \), we have \( A = A^* \). Now let \( W \) be the space of \( n \times 1 \) matrices over \( \mathbb{C} \), with inner product \( (X|Y) = Y^*X \). Then \( U(X) = AX \) defines a self-adjoint linear
operator $U$ on $W$. The characteristic polynomial, $\det(xI - A)$, is a polynomial of degree $n$ over the complex numbers; every polynomial over $\mathbb{C}$ of positive degree has a root. Thus, there is a complex number $c$ such that $\det(cI - A) = 0$. This means that $A - cI$ is singular, or that there exists a non-zero $X$ such that $AX = cX$. Since the operator $U$ (multiplication by $A$) is self-adjoint, it follow from Theorem ?? that $c$ is real. If $V$ is a real vector space, we may choose $X$ to have real entries. For then $A$ and $A - cI$ have real entries, and since $A - cI$ is singular, the system $(A - cI)X = 0$ has a non-zero real solution $X$. It follows that there is a non-zero vector $\alpha$ in $V$ such that $T\alpha = c\alpha$. □

Theorem ?? proves that if a subspace is invariant under a linear operator $T$, then the complement of that subspace is invariant under $T^*$. This fact is useful for the proof of Theorem ??.

**Theorem 2.11.** [?, Theorem 8.17] Let $V$ be a finite-dimensional inner product space, and let $T$ be any linear operator on $V$. Suppose $W$ is a subspace of $V$ which is invariant under $T$. Then the orthogonal complement of $W$ is invariant under $T^*$.

**Proof.** We recall that the fact that $W$ is invariant under $T$ does not mean that each vector in $W$ is left fixed by $T$; it means that if $\alpha$ is in $W$ then $T\alpha$ is in $W$. Let $\beta$ be in $W^\perp$. We must show that $T^*\beta$ is in $W^\perp$, that is, that $(\alpha|T^*\beta) = 0$ for every $\alpha$ in $W$. If $\alpha$ is in $W$, then $T\alpha$ is in $W$, so $(T\alpha|\beta) = 0$ by the definition of $W^\perp$. But $(T\alpha|\beta) = (\alpha|T^*\beta)$ by Theorem ??.

Finally, we give the last theorem necessary to prove our corollary. It establishes the fact that the orthonormal basis of a hermitian matrix consists of its characteristic vectors.
**Theorem 2.12.** [?, Theorem 8.18] Let $V$ be a finite-dimensional inner product space, and let $T$ be a self-adjoint linear operator on $V$. Then there is an orthonormal basis for $V$, each vector of which is a characteristic vector to $T$.

**Proof.** We are assuming $\dim V > 0$. By Theorem ??, $T$ has a characteristic vector $\alpha$. Let $\alpha_1 = \frac{\alpha}{\|\alpha\|}$, the norm of $\alpha$, so that $\alpha_1$ is also a characteristic vector for $T$ and $\|\alpha_1\| = 1$. We can show that $\alpha_1$ is also a characteristic vector by $T\alpha_1 = T\left(\frac{1}{\|\alpha\|}\alpha\right) = \frac{1}{\|\alpha\|}T\alpha = \frac{1}{\|\alpha\|}c\alpha = c\frac{1}{\|\alpha\|}\alpha = c\alpha_1$. If $\dim V = 1$, then $\{\alpha_1\}$ is the orthonormal basis and we are done. Now we proceed by induction on the dimension of $V$. Let $W$ be the one-dimensional subspace spanned by the vector $\alpha_1$. The statement that $\alpha_1$ is a characteristic vector for $T$ simply means that $W$ is invariant under $T$. By Theorem ??, the orthogonal complement $W^\perp$ is invariant under $T^* = T$. Now $W^\perp$, with the inner product from $V$, is an inner product space of dimension one less than the dimension of $V$ since $\dim V = \dim W + \dim W^\perp$ and $\dim W = 1$. Let $U$ be the linear operator induced on $W^\perp$ by $T$, that is, the restriction of $T$ to $W^\perp$. Then $U$ is self-adjoint, and by the induction hypothesis, $W^\perp$ has an orthonormal basis $\{\alpha_2, ..., \alpha_n\}$ consisting of characteristic vectors for $U$. Now each of these vectors is also a characteristic vector for $T$, and since $V = W \oplus W^\perp$, we conclude that $\{\alpha_1\} \cup \{\alpha_2, ..., \alpha_n\} = \{\alpha_1, ..., \alpha_n\}$ is the desired basis for $V$. \hfill \Box

Now we are in a position to prove Corollary ??, which was our goal of this section.

**Proof of Corollary ??**. Let $V$ be $\mathbb{C}^{n \times 1}$, with the standard inner product, and let $T$ be the linear operator on $V$ which is represented by $A$ in the standard ordered basis. Since $A = A^*$, we have $T = T^*$. Let $U = \{\alpha_1, ..., \alpha_n\}$ be an ordered orthonormal basis for $V$, such that $T\alpha_j = c_j\alpha_j$, for $j = 1, ..., n$. If $D = [T]_U$, then $D$ is the diagonal matrix with diagonal entries $c_1, ..., c_n$. Let $U$ be the matrix with column
vectors $\alpha_1, ..., \alpha_n$. Then $D = U^{-1}AU$. In case each entry of $A$ is real, we can take $V$ to be $\mathbb{R}^n$, with the standard inner product, and repeat the argument. In this case, $U$ will be a unitary matrix with real entries, i.e., a real orthogonal matrix. 

We recall Example ?? of a simple hermitian matrix to illustrate some of the theory established above. We note that the matrix is diagonalizable by a unitary matrix and that all of its eigenvalues are real.
Chemists spend a great deal of time studying molecules and how they behave under different conditions. **Molecules** are made of atoms that are bonded together, and **atoms** are the fundamental units of a chemical element. **Electrons** are the negatively charged particles that surround the center of the atom, and these are of particular interest in the study of molecules.

Within a molecule, electrons are found either in the ground state or an excited state. The **ground state** is simply the normal state of the electron, and it is the lowest energy level in which that electron can exist. When a molecule absorbs energy, an electron can be excited to a higher energy level, as shown in Figure 3.1. The energy required to move the electron to a different state depends on where the electron is originally and to which state it travels.

![Figure 3.1](www.chem.ucla.edu/~bacher/UV-vis/uv_vis_tetracyclone.html.html)

Fig. 3.1: When using the matrix method for a molecule containing two peptide groups, we are concerned with energy transitions from $\pi$ to $\pi^*$ and from $n$ to $\pi^*$. When an electron is excited (when it absorbs energy), it will jump to a higher energy state.
In the electron cloud surrounding the nucleus, which is the center of the atom, there are different atomic orbitals and energy levels. Each atomic orbital has a unique shape. The $s$ atomic orbital, seen in the first column in Fig. 3.2, has a spherical shape, and it is the simplest of the orbitals. The $p$ orbital, shown in the second column of Fig. 3.2, is often described as a dumbbell shape. The shape of the $d$ orbital is not as easy to visualize, but it is often seen as a clover or as a dumbbell on both the x-axis and y-axis, which is seen in the third column of Fig. 3.2.

At each orbital there are different energy levels. As we get farther away from the nucleus, the energy levels get larger, with 1 being the lowest and the closest to the nucleus. We see the shape of each orbital and the likelihood of finding electrons in a specific place in Fig. 3.2, which shows probability density for electrons in a hydrogen atom. From the periodic table, we know that hydrogen has only one
electron since its atomic number is 1 and it is neutral in this case (refer to The Periodic Table in the Appendix).

Notice that the blocks for $1p$, $1d$, and $2d$ are completely black, meaning that there is a probability of 0 for finding an electron in that energy level and orbital. This is due to the fact that in the first energy level, only the $s$ orbital exists, and in the second energy level, only the $s$ and $p$ orbitals exist.

**Linear dichroism** is one of the many spectroscopic methods used in chemistry to study molecules and their behavior. A **spectroscopic method** is one that is used to observe how a chemical sample will react with light. It utilizes the difference in the absorption of light that is parallel to the orientation axis and the absorption of light that is perpendicular to the orientation axis. This type of method allows us to see which wavelengths are absorbed by that sample and to what extent the energy is absorbed. Given that we know the wavelength, $\lambda$, from the spectroscopic data, we can calculate the energy, $E$, by combining the two equations

$$E = hf \quad \text{and} \quad \lambda f = c$$

into the single equation

$$E = \frac{hc}{\lambda},$$

where $h = 6.626 \times 10^{-34} \text{m}^2\text{kg/s}$ is Planck’s constant and $c = 3 \times 10^8 \text{m/s}$ is the speed of light. Note that we now only have one variable, the wavelength, needed to calculate energy.

Linear dichroism is very useful for studying biomolecules, and in particular, peptides. **Peptides** are chains of amino acids linked together by peptide bonds. Amino acids all have the same basic molecular skeleton in common. There is an amino group, which is the $NH_2$ group in green (on the left), and there is a carboxyl group, which is the $COOH$ group shown in yellow (on the right), both bonded to the central carbon atom. Amino acids also have a hydrogen attached to the central
carbon. For the side chain, \( R \) represents an arbitrary group that is attached to the central carbon. This amino acid structure is shown in Figure 3.3.

![Amino Acid Structure](http://education-portal.com/cimages/multimages/16/amino_acid_structure.png)

**Figure 3.3**

Fig. 3.3 This figure shows the molecular skeleton of all amino acids. The central carbon atom in an amino acid has two functional groups (an amino group and a carboxyl group) and a hydrogen atom attached to it. There is also a side chain that differs for every amino acid, which determines how the amino acids are classified.

There are twenty common amino acids in the human body, and any combination of those can be linked together by a peptide bond to form a peptide. Figure 3.4 shows two examples, one with two amino acids linked together and one with three amino acids linked together.

We consider dipeptides, like the one on the left of Figure 3.4, in the next section. Corresponding to dipeptides there is a specific Hamiltonian matrix, which is \( 2n \times 2n \). It takes into account each peptide, each transition, and every combination of the transitions of the two peptides. We will specifically look at a dipeptide with two energy transitions, making the Hamiltonian matrix a \( 4 \times 4 \) matrix so that it represents every combination of energy transitions of the two peptides.
Fig. 3.4 This figure shows two examples of a peptide. The first example is called a dipeptide because it has two linked amino acids, which are both glycine in this case. The second example is a tripeptide since there are three amino acids linked together, which are valine, alanine, and glycine in this example.

When we receive the absorbance graph from the spectroscopic data, it shows the absorbance of the chromophores in the peptide. A chromophore is a part of the molecule that absorbs light. For proteins, the chromophores are the peptide bond, tryptophan, cysteine, and tyrosine, which is three of the twenty common amino acids. The range of wavelengths for the two chromophores for proteins is about 190 – 235 nm, so we will consider that range for information in the spectroscopic graph.
4. DISCUSSION

We have taken the matrix for molecules containing two peptide groups given in [?] and rewrote it as

\[
E = \begin{pmatrix}
E_{n1} & \langle n1|V|\pi1 \rangle & \langle n1|V|n2 \rangle & \langle n1|V|\pi2 \rangle \\
\langle \pi1|V|n1 \rangle & E_{\pi1} & \langle \pi1|V|n2 \rangle & \langle \pi1|V|\pi2 \rangle \\
\langle n2|V|n1 \rangle & \langle n2|V|\pi1 \rangle & E_{n2} & \langle n2|V|\pi2 \rangle \\
\langle \pi2|V|n1 \rangle & \langle \pi2|V|\pi1 \rangle & \langle \pi2|V|n2 \rangle & E_{\pi2}
\end{pmatrix}
\]

Figure 4.1

(Bayley, Nielsen, and Schellman)

Figure 4.1 is the hamiltonian matrix representing the two peptide, two energy transition system.

where the two peptide groups are represented by 1 and 2, and the two energy transitions are represented by \(n\) (the \(n - \pi^*\) transition) and \(\pi\) (the \(\pi - \pi^*\) transition).

The diagonal elements represent the change in energy in one of the energy transitions of a single peptide group in the molecule. For example, \(E_{n1}\) is the change in energy from \(n\) to \(\pi^*\) of peptide 1.

The off-diagonal elements represent the change in energy in a coupling or mixing of the different states. It is considered a mixing of different states when the same peptide group undergoes multiple transitions. The coupling of the states refers to both peptide groups undergoing energy transitions. For example, \(\langle n_1|V|\pi_1 \rangle\) is a mixing of the \(n - \pi^*\) transition and \(\pi - \pi^*\) transition in peptide 1 while peptide 2 remains in the ground state, and \(\langle n_1|V|n_2 \rangle\) is a coupling of the \(n\) to \(\pi^*\) transitions in both peptide 1 and peptide 2.

For clarity, we give the hamiltonian matrix for two peptides and one energy transition, \(P\), and the hamiltonian matrix for one peptide and two energy transitions, \(T\). Again, the peptides are represented by 1 and 2, and the energy transitions are \(n\)
and \( \pi \). Note that both \( P \) and \( T \) meet the \( 2n \times 2n \) size requirement for hamiltonian matrices since they are both \( 2 \times 2 \).

\[
P = \begin{bmatrix}
E_{n1} & \langle n1|V|n2 \rangle \\
\langle n2|V|n1 \rangle & E_{n2}
\end{bmatrix}
\text{ and } \quad T = \begin{bmatrix}
E_{n1} & \langle n1|V|\pi1 \rangle \\
\langle \pi1|V|n1 \rangle & E_{\pi1}
\end{bmatrix}
\]

The elements of the original hamiltonian matrix, \( E \), are calculated using different methods. There are four methods of calculation for fourteen of the sixteen elements, while two of the elements can be thought of as equal to zero since their value is negligible. We have replaced the elements in Figure 4.1 with their corresponding method of calculation in Figure 4.2.

\[
\begin{pmatrix}
E_{n1} & CAE & 0 & \mu_2 m_1 \\
CAE & E_{\pi1} & \mu_1 m_2 & K \\
0 & \mu_1 m_2 & E_{n2} & CAE \\
\mu_2 m_1 & K & CAE & E_{\pi2}
\end{pmatrix}
\]

Figure 4.2

(Bayley, Nielsen, and Schellman)

This matrix is modified from the matrix in Figure 4.1 to show the methods by which each elements’ value is calculated.

The CAE method is named for Condon, Altar, and Erying \[?\], whose paper the method was originally presented in. It is used to measure the transition energy of the mixing of states in the same peptide while the other peptide remains in the ground state.

The second method, shown as K in Fig. 4.2, is named for Kirkwood and Moffitt \[?\][?], who studied the calculations for these elements. We use this method to calculate the energy it takes to transition from \( \pi \) to \( \pi^* \) in peptide 1 and peptide 2.
The third way to calculate the transition energy is represented by $\mu m$. This method involves the coupling of the states, so it is used to measure the energy absorbed when peptide 1 and peptide 2 are both excited to a higher state.

Two of the matrix elements are now 0 because the energy for these calculations is negligible. The energy for these elements is the coupling of the $n - \pi^*$ transitions of both peptides, and it can be seen in Figure 3.1 that this energy transition is the smallest. It is comparatively so small that it can be thought of as equal to 0.

The graphs below show the linear dichroism spectroscopy (Figure 4.3) and the circular dichroism spectroscopy (Figure 4.4). The peptide bond and tryptophan are the chromophores in the Cadherin protein. The graph we receive from the linear dichroism spectroscopy provides information regarding the orientation of the chromophores within the peptides.

Figure 4.3 [?]

Fig. 4.3 shows the linear dichroism graph for the Cadherin protein.
Closely related to linear dichroism is circular dichroism. Whereas linear dichroism depends on linearly polarized light, circular dichroism depends on circularly polarized light. For the analysis of the circular dichroism graph, we consider elements in the range of $190 - 235\,nm$ for wavelength. The first local minima in the graph can be disregarded because it is outside of the range we consider for useful information. The minimum is due to the peptide bond chromophore, and the maximum is due to the tryptophan chromophore. Because there is only one minima in the range $190 - 235$, that tells us that the Cadherin protein has a $\beta$-sheet secondary structure. If there were two minima in the range, then we could tell that the secondary structure of the protein was an $\alpha$-helix.

Fig. 4.4 shows the circular dichroism graph for the Cadherin protein.
After we analyze a sample by linear dichroism and use the matrix method, we obtain information about the conformation of the sample and the orientation of molecules within the sample. Circular dichroism spectroscopy is key in learning about the secondary structure of proteins. The possibilities for the secondary structure of a protein are either an $\alpha$-helix, a $\beta$ sheet, or a random coil. For example, DNA is structured in an $\alpha$-helical shape, shown in Figure 4.5. It is possible to use linear dichroism to learn about the orientation of the backbone of DNA. Knowing about these characteristics of a biomolecule is helpful in identifying its biological function. It is possible to study many biomolecules and determine the structures using linear dichroism.

![Figure 4.5](http://www.veriware.org/images/dna/dna-helix.png)

Fig. 4.5 Deoxyribonucleic acid (DNA) has the secondary structure of an $\alpha$-helix. The red and blue areas are the backbone of DNA, and the turns of those two strings is what gives DNA its shape.

Linear dichroism is also used to follow the kinetics of certain reactions [?]. For example, it is useful for determining the extent of the effects of an enzyme on
a biological system. We can determine ligand binding as well. When a ligand binds, the conformation of the peptide changes. This causes the absorbance of the wavelength corresponding to the peptide bond chromophore to change by either absorbing at a higher or lower wavelength. This important application is very useful in drug designing since it can show us whether or not a drug is binding, and therefore whether or not it is effective.

Linear dichroism is important for understanding the chemical structure of biomolecules in the human body. Many molecules found in the body are difficult to study because of the length or solubility, but linear dichroism enables us to study long and insoluble molecules. For example, it can be used study fibrous proteins, which are difficult to study with other techniques since fibers are usually insoluble and vary in length. Linear dichroism is crucial to furthering our understanding of the proteins in the human body.
## Appendix - The Periodic Table of Elements

<table>
<thead>
<tr>
<th>Periodic Table of Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="http://www.ptable.com/Images/periodic_table.png" alt="Periodic Table Image" /></td>
</tr>
</tbody>
</table>

For elements with no stable isotopes, the mass number of the isotope with the longest half-life is in parentheses.
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